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A message from the editorial board
Simple step-stress models with a cure fraction

Nandini Kannan\textsuperscript{a} and Debasis Kundu\textsuperscript{b}

\textsuperscript{a}National Science Foundation
\textsuperscript{b}Indian Institute of Technology Kanpur

Abstract. In this article, we consider models for time-to-event data obtained from experiments in which stress levels are altered at intermediate stages during the observation period. These experiments, known as step-stress tests, belong to the larger class of accelerated tests used extensively in the reliability literature. The analysis of data from step-stress tests largely relies on the popular cumulative exposure model. However, despite its simple form, the utility of the model is limited, as it is assumed that the hazard function of the underlying distribution is discontinuous at the points at which the stress levels are changed, which may not be very reasonable. Due to this deficiency, Kannan et al. (\textit{Journal of Applied Statistics} \textbf{37} (2010b) 1625–1636) introduced the cumulative risk model, where the hazard function is continuous. In this paper, we propose a class of parametric models based on the cumulative risk model assuming the underlying population contains long-term survivors or ‘cured’ fraction. An EM algorithm to compute the maximum likelihood estimators of the unknown parameters is proposed. This research is motivated by a study on altitude decompression sickness. The performance of different parametric models will be evaluated using data from this study.
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Bootstrap-based testing inference in beta regressions

Fábio P. Lima and Francisco Cribari-Neto
Universidade Federal de Pernambuco

Abstract. We address the issue of performing testing inference in small samples in the class of beta regression models. We consider the likelihood ratio test and its standard bootstrap version. We also consider two alternative resampling-based tests. One of them uses the bootstrap test statistic replicates to numerically estimate a Bartlett correction factor that can be applied to the likelihood ratio test statistic. By doing so, we avoid estimation of quantities located in the tail of the likelihood ratio test statistic null distribution. The second alternative resampling-based test uses a fast double bootstrap scheme in which a single second level bootstrapping resample is performed for each first level bootstrap replication. It delivers accurate testing inferences at a computational cost that is considerably smaller than that of a standard double bootstrapping scheme. The Monte Carlo results we provide show that the standard likelihood ratio test tends to be quite liberal in small samples. They also show that the bootstrap tests deliver accurate testing inferences even when the sample size is quite small. An empirical application is also presented and discussed.

References


Key words and phrases. Bartlett correction, beta regression, bootstrap, double bootstrap, fast double bootstrap, likelihood ratio test.
A joint mean-correlation modeling approach for longitudinal zero-inflated count data

Weiping Zhang, Jiangli Wang Fang Qian and Yu Chen
University of Science and Technology of China

Abstract. Longitudinal zero-inflated count data are widely encountered in many fields, while modeling the correlation between measurements for the same subject is more challenge due to the lack of suitable multivariate joint distributions. This paper studies a novel mean-correlation modeling approach for longitudinal zero-inflated regression model, solving both problems of specifying joint distribution and parsimoniously modeling correlations with no constraint. The joint distribution of zero-inflated discrete longitudinal responses is modeled by a copula model whose correlation parameters are innovatively represented in hyper-spherical coordinates. To overcome the computational intractability in maximizing the full likelihood function of the model, we further propose a computationally efficient pairwise likelihood approach. We then propose separated mean and correlation regression models to model these key quantities, such modeling approach can also handle irregularly and possibly subject-specific times points. The resulting estimators are shown to be consistent and asymptotically normal. Data example and simulations support the effectiveness of the proposed approach.
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Robust Bayesian model selection for heavy-tailed linear regression using finite mixtures

Flávio B. Gonçalves\textsuperscript{a}, Marcos O. Prates\textsuperscript{a} and Victor Hugo Lachos\textsuperscript{b}

\textsuperscript{a}Universidade Federal de Minas Gerais
\textsuperscript{b}University of Connecticut

Abstract. In this paper, we present a novel methodology to perform Bayesian model selection in linear models with heavy-tailed distributions. We consider a finite mixture of distributions to model a latent variable where each component of the mixture corresponds to one possible model within the symmetrical class of normal independent distributions. Naturally, the Gaussian model is one of the possibilities. This allows for a simultaneous analysis based on the posterior probability of each model. Inference is performed via Markov chain Monte Carlo—a Gibbs sampler with Metropolis–Hastings steps for a class of parameters. Simulated examples highlight the advantages of this approach compared to a segregated analysis based on arbitrarily chosen model selection criteria. Examples with real data are presented and an extension to censored linear regression is introduced and discussed.
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Effects of gene–environment and gene–gene interactions in case-control studies: A novel Bayesian semiparametric approach

Durba Bhattacharya and Sourabh Bhattacharya
Indian Statistical Institute

Abstract. Present day bio-medical research is pointing towards the fact that cognizance of gene–environment interactions along with genetic interactions may help prevent or detain the onset of many complex diseases like cardiovascular disease, cancer, type2 diabetes, autism or asthma by adjustments to lifestyle.

In this regard, we propose a Bayesian semiparametric model to detect not only the roles of genes and their interactions, but also the possible influence of environmental variables on the genes in case-control studies. Our model also accounts for the unknown number of genetic sub-populations via finite mixtures composed of Dirichlet processes. An effective parallel computing methodology, developed by us harnesses the power of parallel processing technology to increase the efficiencies of our conditionally independent Gibbs sampling and Transformation based MCMC (TMCMC) methods.

Applications of our model and methods to simulation studies with biologically realistic genotype datasets and a real, case-control based genotype dataset on early onset of myocardial infarction (MI) have yielded quite interesting results beside providing some insights into the differential effect of gender on MI.
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On the Nielsen distribution

Fredy Castellares\textsuperscript{a}, Artur J. Lemonte\textsuperscript{b} and Marcos A. C. Santos\textsuperscript{a}

\textsuperscript{a}Departamento de Estatística, ICEX, Universidade Federal de Minas Gerais
\textsuperscript{b}Departamento de Estatística, CCET, Universidade Federal do Rio Grande do Norte

Abstract. We introduce a two-parameter discrete distribution that may have a zero vertex and can be useful for modeling overdispersion. The discrete Nielsen distribution generalizes the Fisher logarithmic (i.e., logarithmic series) and Stirling type I distributions in the sense that both can be considered displacements of the Nielsen distribution. We provide a comprehensive account of the structural properties of the new discrete distribution. We also show that the Nielsen distribution is infinitely divisible. We discuss maximum likelihood estimation of the model parameters and provide a simple method to find them numerically. The usefulness of the proposed distribution is illustrated by means of three real data sets to prove its versatility in practical applications.
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Nonparametric discrimination of areal functional data

Ahmad Younso
Damascus University

Abstract. We consider a new nonparametric rule of classification, inspired from the classical moving window rule, that allows for the classification of spatially dependent functional data containing some completely missing curves. We investigate the consistency of this classifier under mild conditions. The practical use of the classifier will be illustrated through simulation studies.
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A primer on the characterization of the exchangeable Marshall–Olkin copula via monotone sequences

Natalia Shenkman
Technische Universität München

Abstract. While derivations of the characterization of the $d$-variate exchangeable Marshall–Olkin copula via $d$-monotone sequences relying on basic knowledge in probability theory exist in the literature, they contain a myriad of unnecessary relatively complicated computations. We revisit this issue and provide proofs where all undesired artefacts are removed, thereby exposing the simplicity of the characterization. In particular, we give an insightful analytical derivation of the monotonicity conditions based on the monotonicity properties of the survival probabilities.
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Multivariate normal approximation of the maximum likelihood estimator via the delta method

Andreas Anastasiou\textsuperscript{a} and Robert E. Gaunt\textsuperscript{b}
\begin{itemize}
  \item\textsuperscript{a}The London School of Economics and Political Science
  \item\textsuperscript{b}School of Mathematics, The University of Manchester
\end{itemize}

\textbf{Abstract.} We use the delta method and Stein’s method to derive, under regularity conditions, explicit upper bounds for the distributional distance between the distribution of the maximum likelihood estimator (MLE) of a \(d\)-dimensional parameter and its asymptotic multivariate normal distribution. Our bounds apply in situations in which the MLE can be written as a function of a sum of i.i.d. \(t\)-dimensional random vectors. We apply our general bound to establish a bound for the multivariate normal approximation of the MLE of the normal distribution with unknown mean and variance.
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Application of weighted and unordered majorization orders in comparisons of parallel systems with exponentiated generalized gamma components

Abedin Haidari\textsuperscript{a}, Amir T. Payandeh Najafabadi\textsuperscript{a} and Narayanaswamy Balakrishnan\textsuperscript{b}

\textsuperscript{a}Department of Mathematical Sciences, Shahid Beheshti University
\textsuperscript{b}Department of Mathematics and Statistics, McMaster University

Abstract. Consider two parallel systems, say \(A\) and \(B\), with respective lifetimes \(T_1\) and \(T_2\) wherein independent component lifetimes of each system follow exponentiated generalized gamma distribution with possibly different exponential shape and scale parameters. We show here that \(T_2\) is smaller than \(T_1\) with respect to the usual stochastic order (reversed hazard rate order) if the vector of logarithm (the main vector) of scale parameters of System \(B\) is weakly weighted majorized by that of System \(A\), and if the vector of exponential shape parameters of System \(A\) is unordered majorized by that of System \(B\). By means of some examples, we show that the above results cannot be extended to the hazard rate and likelihood ratio orders. However, when the scale parameters of each system divide into two homogeneous groups, we verify that the usual stochastic and reversed hazard rate orders can be extended, respectively, to the hazard rate and likelihood ratio orders. The established results complete and strengthen some of the known results in the literature.
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On estimating the location parameter of the selected exponential population under the LINEX loss function

Mohd Arshad and Omer Abdalghani
Aligarh Muslim University

Abstract. Suppose that $\pi_1, \pi_2, \ldots, \pi_k$ be $k$ ($\geq 2$) independent exponential populations having unknown location parameters $\mu_1, \mu_2, \ldots, \mu_k$ and known scale parameters $\sigma_1, \ldots, \sigma_k$. Let $\mu_k = \max\{\mu_1, \ldots, \mu_k\}$. For selecting the population associated with $\mu_k$, a class of selection rules (proposed by Arshad and Misra [Statistical Papers 57 (2016) 605–621]) is considered. We consider the problem of estimating the location parameter $\mu_S$ of the selected population under the criterion of the LINEX loss function. We consider three natural estimators $\delta_{N,1}$, $\delta_{N,2}$ and $\delta_{N,3}$ of $\mu_S$, based on the maximum likelihood estimators, uniformly minimum variance unbiased estimator (UMVUE) and minimum risk equivariant estimator (MREE) of $\mu_k$'s, respectively. The uniformly minimum risk unbiased estimator (UMRUE) and the generalized Bayes estimator of $\mu_S$ are derived. Under the LINEX loss function, a general result for improving a location-equivariant estimator of $\mu_S$ is derived. Using this result, estimator better than the natural estimator $\delta_{N,1}$ is obtained. We also shown that the estimator $\delta_{N,1}$ is dominated by the natural estimator $\delta_{N,3}$. Finally, we perform a simulation study to evaluate and compare risk functions among various competing estimators of $\mu_S$.
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A note on the “L-logistic regression models: Prior sensitivity analysis, robustness to outliers and applications”

Saralees Nadarajah and Yuancheng Si
School of Mathematics, University of Manchester
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W¹,p-Solutions of the transport equation by stochastic perturbation

David A. C. Mollinedo
Universidade Tecnológica Federal do Paraná

Abstract. We consider the stochastic transport equation with a possibly unbounded Hölder continuous vector field. Well-posedness is proved, namely, we show existence, uniqueness and strong stability of W¹,p-weak solutions.
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